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We propose a new concept called **adaptive submodularity ratio**

\[ \gamma_{\ell,k} = 1 \quad \text{submodular functions} \]

\[ \gamma_{\ell,k} = 0 \quad \text{arbitrary adaptive monotone functions} \]
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[this study]
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**Theorem** Adaptive Greedy is $(1 - \exp(-\gamma_{k,k}))$-approximation.
A non-adaptive policy approximates an optimal adaptive policy
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A non-adaptive policy approximates an optimal adaptive policy

\[ \text{GAP}_k(f, p) \triangleq \min_{S \subseteq V : |S| \leq k} \frac{\mathbb{E}[f(S, \phi)]}{\sum_{v \in S} \mathbb{E}[f(\{v\}, \phi)]} \]

Q2 How different are the non-adaptive and adaptive policies?

Theorem \[ \text{GAP}_k(f, p) \geq \beta_{0,k} \gamma_{0,k} \]
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Theorem: $\gamma_{l,k} \geq \frac{k + 1}{2k}$ on bipartite graphs with the triggering model.
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Theorem
\[ \gamma_{l,k} \geq \min_{\phi} \min_{S \subseteq V : |S| \leq l + k} \lambda_{\min}(A(\phi)^T A(\phi)_S) \]
Adaptive Submodularity Ratio is applied to

Theorem 1  Bounds on approximation ratio of Adaptive Greedy

Theorem 2  Bounds on adaptivity gaps

Application 1  Influence maximization on bipartite graphs

Application 2  Adaptive feature selection
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