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- **Importance-weighted** variational inference, exploiting analytic results
- Provide an extensive empirical comparison with all 41 UCI regression datasets
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\[
\begin{align*}
\mathcal{N} & \sim \mathcal{N}(0, 1) \\
f & \sim \mathcal{GP}(\mu_1, k_1) \\
g & \sim \mathcal{GP}(\mu_2, k_2)
\end{align*}
\]
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Variational inference (sparse GP posterior)

Our approach exploits analytic results, leading to a tighter bound
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