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We present **LR-GLM**, a method with linear scaling in D and theoretical guarantees on quality
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**The LR-GLM Approximation**
We ignore the least informative directions

\[ p(y_i|x_i^T \beta) \approx p(y_i|x_iUU^T \beta) \]

**Approximation Quality**
- **Exact when data are low rank**
- We prove: Approximation is close when the data are approximately low rank
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**Post. Mean Estimation**

**Post. Uncertainty Estimation**

- No Error
- LR-Laplace (Our Method)
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\begin{itemize}
  \item Rank of approximation defines a computational-statistical trade-o\textsuperscript{f}
  \item The approximation is conservative (overestimates uncertainty)
  \item For high-dimensional, correlated data, LR-GLM closely approximates the exact posterior up to 5X faster!
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