
• The retrieval performance after rank merge during backfilling is given by 

and should satisfy:
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• [Motivation] Backward-compatible training avoids the need 
for updating all gallery images during model upgrade, but it 
achieves feature compatibility at the expense of feature
discriminability, resulting in sub-optimal performance.

• [Contribution] To resolve this compatibility-discriminability
dilemma, we relax the backfill-free constraint and propose a 
novel online backfilling algorithm to alleviate the bottleneck.

Preliminaries

• Backward-compatible training aim to learn a new model 
while its feature space being compatible to those of old model. 
Backward compatibility is achieved when

• Image retrieval evaluates the retrieval accuracy as

Rank Merge

Metric Compatible Training
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Backward compatible training leads to suboptimal solutions in principle.
Online backfilling can address the compatibility-discriminability dilemma effectively.

• Reverse Query Transform

• Metric Compatible Contrastive Learning

• Open-class setting • Ablation study (MCL)

• Assume that the first M out of a total of N images are backfilled. We can first 
conduct image retrieval using the individual retrieval systems independently as

and finally select         if
and        otherwise.   


