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TLDR

• We study a challenging yet realistic setting, which considers the generalization 

across both size and distribution (a.k.a., omni-generalization) in vehicle routing 

problems (VRPs). This paper proposes a general meta-learning framework to 

improve the omni-generalization of popular neural VRP solvers.



Motivation

• Limited generalization performance[1]

• Single-dimension generalization

• Training a one-size-fits-all model is not realistic[2]
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[1] Joshi, Chaitanya K., et al. "Learning the travelling salesperson problem requires rethinking generalization." Constraints 27.1-2 (2022): 70-98.
[2] Manchanda, Sahil, et al. “On the Generalization of Neural Combinatorial Optimization Heuristics.” In ECMLPKDD 2022.



Methodology

• Meta-Learning Framework[1]

• Inner-Loop Optimization

• Outer-Loop Optimization

• Hierarchical Task Scheduler
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[1] Finn, Chelsea, Pieter Abbeel, and Sergey Levine. “Model-agnostic meta-learning for fast adaptation of deep networks.” In ICML 2017.



Methodology

• First-Order Approximation

• FOMAML[1]

• Reptile[2]

• Ours

[1] Finn, Chelsea, Pieter Abbeel, and Sergey Levine. “Model-agnostic meta-learning for fast adaptation of deep networks.” In ICML 2017.
[2] Nichol, Alex, Joshua Achiam, and John Schulman. "On first-order meta-learning algorithms." arXiv preprint arXiv:1803.02999 (2018).



Experiments

• Performance Evaluation on Synthetic Data

• Zero-Shot

• Few-Shot

[1] Kwon, Yeong-Dae, et al. "Pomo: Policy optimization with multiple optima for reinforcement learning." In NeurIPS 2020.
[2] Bi, Jieyi, et al. “Learning Generalizable Models for Vehicle Routing Problems via Knowledge Distillation.” In NeurIPS 2022.
[3] Manchanda, Sahil, et al. “On the Generalization of Neural Combinatorial Optimization Heuristics.” In ECMLPKDD 2022.



Experiments

• Performance Evaluation on Benchmark Data[1]

• Zero-Shot

• Active Search

• Ablation Study

• On Components 

• On Hyperparameters

• On Optimizers

• On Normalization Layers

• Generalizability on L2D[2]

[1] Queiroga, Eduardo, et al. "10,000 optimal CVRP solutions for testing machine learning based heuristics." AAAI-22 Workshop on Machine Learning for Operations Research (ML4OR). 2022.
[2] Li, Sirui, Zhongxia Yan, and Cathy Wu. “Learning to delegate for large-scale vehicle routing.” In NeurIPS 2021.



Future Work

• Improve training efficiency and scalability

• Advanced meta-learning algorithms[1]

• Cross-problem generalization[2]

[1] Flennerhag, Sebastian, et al. “Bootstrapped meta-learning.” In ICLR 2022.
[2] Wang, Chenguang, and Tianshu Yu. "Efficient Training of Multi-task Neural Solver with Multi-armed Bandits." arXiv preprint arXiv:2305.06361 (2023).
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