
WL meet VC

Christopher Morris, Floris Geerts, Jan Tönshoff, Martin Grohe

RWTH Aachen University, University of Antwerpen



Expressivity of Graph Neural Networks

v1 v2 v3

v4 v5

v2

v5

v1 v2 v3

v4 v5

f (t)(v) = f W1
merge

(
f (t−1)(v), f W2

aggr
(
{{f (t−1)(w) | w ∈ N(v)}}

))
1



Expressivity of Graph Neural Networks
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Key Insight
Any possible GNN architecture misses crucial patterns in the data!
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Expressivity of Graph Neural Networks: Relationship between 1-WL and GNNs

1-WL GNN∇

Theorem (Informal)
There exists a GNN architecture and corresponding weights such that it has the same
power as the 1-Weisfeiler–Leman algorithm.
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What does the graph isomorphim problem has to do with
machine learning?
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How are generalization and expressivity related?
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