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Lemma (capacity-speed trade-off)

If the weight polarities are set a priori, such that the function is still representable,
then the network can learn faster.
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If weight polarities are adequately set a priori, then networks learn with less time and data.
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If weight polarities are adequately set a priori, then networks learn with less time and data.

Polarity may be a more effective and compressed medium of network knowledge transfer.
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