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Motivation
Higher Sample Efficiency & Superior Performance

Data Richness


Data diversity is crucial for superior performance.

Exploration-Exploitation Trade-off


Too much exploration hurts the sample efficiency.



Data Distribution Optimization
Superior Exploration & Superior Exploitation

Superior Exploration


Sampling behavior policies  from a parameterized policy space that indexed by .πθλ
Λ

Superior Exploitation


Optimizing a selective distribution  to maximize some target function .𝒫Λ Lℰ



Superior Guarantee
If we transport more measure on the place with higher value, we have higher expected value.

If [1], then
𝒫(t+1)
Λ (λ) = 𝒫(t)

Λ (λ)exp(ηℒℰ(λ, θ(t)
λ ))/Z(t+1)

ℒ𝒯(𝒫(t+1)
Λ , θ(t+1)) = Eλ∼𝒫(t+1)

Λ
[ℒ𝒯(λ, θ(t+1)

λ )] ≥ Eλ∼𝒫(t)
Λ
[ℒ𝒯(λ, θ(t+1)

λ )] = ℒ𝒯(𝒫(t)
Λ , θ(t+1)) .

[1] In paper, we require assumptions 1, 2, 3. This is assumption 2. The other two are assumptions of continuity and co-monotonicity.



Implementation
Soft Entropy Policy Space

, ,


[1]

θ = (θ1, θ2) λ = (τ1, τ2, ϵ)

πθλ
= ϵ ⋅ Softmax (

Aθ1

τ1 ) + (1 − ϵ) ⋅ Softmax (
Aθ2

τ2 )

[1] , .  are optimized by ReTrace and V-Trace with same/different reward shaping.  is optimized by PPO.Qθ1
= Aθ1

+ Vθ1
Qθ2

= Aθ2
+ Vθ2

Qθ1
, Vθ1

, Qθ2
, Vθ2

πθλ



Performance



Hindsight
Highlights & Drawbacks

More General Action Space


In superior guarantee, we do NOT assume any constraint on  and .  can be further 
extended, for instance, a combination with curiosity, planning, option or other techniques.

λ θ πθλ

More Detailed Characteristics


We apply  and  to character algorithms.  is the dimension of .  and  represents whether 
all  are identical. This is still rough.

Ik Hk k Λ I H
θλ, λ ∈ Λ



Thanks!


