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Setup: Episodic MA-RL
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• General-sum -players Markov game, with horizon :N H

• Dynamic regret of agent- :i

• Environment transition function      
is a-priori unknown and can only be learned via interaction rounds

f : ΠN
i=1𝒜

i × 𝒮 → 𝒮

• Continuous action and state spaces: ,  𝒜i, i = 1,…, N 𝒮

• At each round :t - agents play using policies   {πi
t , i = 1,…N}

- we observe  transitions H {(ah, sh), sh+1}

Ri(T) :=
T

∑
t=1

max
π∈Πi

𝔼π−i
t [Vi(π, π−i

t )] − 𝔼π1
t ,…,πN

t [Vi(π1
t , …, πN

t )]

distance from 
best-response

•  = space of all policies Πi πi : 𝒮 → 𝒜i



H-MARL algorithm
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1)  Obtain calibrated model for environment’s 
    transition function  
    (e.g. via RKHS regression, deep ensembles, … ):

2)  Build optimistic value functions for 
     the agents as:

f( ⋅ )

μt( ⋅ ) + Σt( ⋅ )η, η ∈ [−1,1]

plausible states’ trajectory 
according to learned model

auxiliary function

‣ We propose a practical implementation via sampling of η



H-MARL algorithm
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Thm: Each agent’s dynamic regret is bounded, with prob. , as: 
 

1 − δ

Ri(T) ≤ L̄H1.5 T IT

Lipschitz constant: 
L̄ = 𝒪(NH/2LH/2

π (β̄HLH
σ + LH

f ) + log(1/δ))

Sample-complexity of the transition fcn. 
(can be bounded for most kernels)

• In practice, could use independent DQN learning, 
MADDPG,  etc.

Compute equilibrium of optimistic hallucinated game:

• Can simulate it arbitrarily often, e.g. using 
model-free approaches



Experiments
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• SMARTS [Zhou et al. 2020] environment:

• H-MARL displays faster learning than considered 
baselines. Higher completion rates and lower 
completion times.

—> Human driving behaviour is a-priori 
unknown and can only be inferred by 
sequential interaction rounds

Human-driven 
vehicles

Plan according to 
predictive 
posterior mean

Thompson sampling

H-MARL


