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From Distributed Learning to Federated Learning

Distributed Learning                                                 Federated Learning
Parallelism                                                   Parallelism + Data Privacy + …
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Applications of Federated Learning

Google Gboard Apple �ickType Apple “Hey Siri”

Google: Use FL in Gboard mobile keyboard, featured in Pixel phones, and Android
Messages

Apple: Use FL in �ickType keyboard next word prediction and vocal classifier for
“Hey Siri”

doc.ai uses FL for medical research, Snips uses FL for hotword detection, etc.
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Federated Learning vs. Distributed Learning

Distributed Learning Cross-Device FL Cross-Silo FL
IID dataset Non-IID dataset Non-IID dataset

Fast wired communication Slow wireless communication Fast communication
Centrally orchestrated Flexible participation Centrally orchestrated
Small scale (1 - 1000) Large scale (10! 	− 	10"#) Small scale (2 - 100)
Few worker failures Highly unreliable Few worker failures

… … …

Data Heterogeneity System Heterogeneity

[1] Kairouz, Peter, et al. “Advances and open problems in federated learning,” Foundations and Trends in Machine Learning, 2021.
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Sever-Centric Federated Learning
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Dataset 1 Dataset 2 Dataset 3 Dataset m

Client 1 Client 2 Client 3 Client m

Selection: 
§ server select m workers to participate
Computation: 
§ worker makes local updates (K)
Aggregation:
§ server aggregates results and updates model

<latexit sha1_base64="XLm+wNeF9TmfhC3W+k2TwD5l0Ts=">AAACcHichVFNSxxBEO0ZYzSbD1e9BExI6yK4IstMEJOjaA65CCa4KuxMhprent3C7p5Jd49kGeac/+fNH+HFX2DvB2hUSEHDq/eqqqtfp4VAY4Pg2vPnXsy/XFh81Xj95u27pebyyqnJS814l+Ui1+cpGC5Q8a5FK/h5oTnIVPCz9OJwrJ9dcm0wVyd2VPBYwkBhhgyso5Lm30iiSqpIgh2mWfWnjlBNk7T6Wf/q1zTbuhfbNLIaQQ0E/03/2xmZUiYVOr53FLsURDGEBGmW4IOZO/Rbgu2k2Qo6wSToUxDOQIvM4jhpXkX9nJWSK8sEGNMLg8LGFWiLTPC6EZWGF8AuYMB7DiqQ3MTVxLCabjqmT7Ncu6MsnbAPOyqQxoxk6irHe5rH2ph8TuuVNvsaV6iK0nLFphdlpaA2p2P3aR81Z1aMHACm0e1K2RA0MOv+qOFMCB8/+Sk4/dwJ9zq7P3Zb+wczOxbJGtkgWyQkX8g++U6OSZcwcuOteh+8j96t/97/5K9PS31v1rNK/gl/+w6SWb89</latexit>

min
x2Rd

f(x) , min
x2Rd

X

i2[M ]

↵ifi(x, Di)

<latexit sha1_base64="xWtmqH09veVTxCByy1V8/RAUMEo=">AAACWXicbVFNaxsxFNRum9TdfrnNsZdHTUMvNbshtKWn0OaQQyku1EnAa5a38ttYRCsJSRtiFv/JHgolfyWHaB2D26QDgmFmHk8alUYK59P0TxQ/eLi1/aj3OHny9NnzF/2Xr46dbiynMddS29MSHUmhaOyFl3RqLGFdSjopz792/skFWSe0+ukXhqY1nilRCY4+SEXf7EJViM+Qe7r07Xet3nOtLugSpHYOqkbxLrfM82QXcpRmjpv0IXoEY7XRdhM63PjfNEcJsy61hNyJGkaFKPqDdJiuAPdJtiYDtsao6P/KZ5o3NSnPJTo3yVLjpy2GnVzSMskbRwb5OZ7RJFCFNblpu2pmCW+DMoNK23CUh5X690SLtXOLugzJGv3c3fU68X/epPHVp2krlGk8KX67qGokeA1dzTATlriXi0CQWxHuCnyOFrkPn5GEErK7T75PjveG2Yfh/o/9wcGXdR099pq9Ye9Yxj6yA3bERmzMOPvNrqOtaDu6iqO4Fye30Thaz+ywfxDv3AC1sLM3</latexit>

fi : Non-convex loss function

↵i : Data proportion

Di : Local data ⇠ Pi

Server-centric “FedAvg” algorithm (selection-computation-aggregation):
Linear speedup for convergence: O(1/

√
mKT)

[2] McMahan, H. B., Moore, E., Ramage, and D., Hampson, S., et al., “Communication-e�icient learning of deep networks from
decentralized data,” Proc. AISTATS 2017.
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Limitations of Server-Centric Federated Learning

Server

Workers

Selection

Local Update

1 2

1 2 3 4 5

Aggregation

1 2 3 4

Server-centric FL (Selection-Computation-Aggregation): 

Tight worker-server coupling: 1) straggler, 2) energy waste, 3) bias/fairness …

Our Solution: Anarchic Federated Learning
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General Framework of AFL

At the Server (Concurrently with Workers):

1 (Concurrent Thread) Collect local updates returned from the workers.

2 (Concurrent Thread) Aggregate local update returned from collected
workers and update global model following some server-side optimization
process.

At Each Worker (Concurrently with Server):

1 Once decided to participate in the training, pull the global model with
current timestamp.

2 Perform (multiple) local update steps following some worker-side
optimization process.

3 Return the result and the associated pulling timestamp to the server, with
extra processing if so desired.
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Fundamental �estions

1) Is it possible to design algorithms that
converge under AFL?

2) If the answer to 1) is “yes,” then under
what condition and how fast could the
algorithms converge?

3) If 2) can be resolved, could the highly
desirable “linear speedup e�ect” still be
achievable under AFL?

The answers to all these questions are a�irmative under AFL!
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Fundamental Convergence Error Lower Bound

Theorem 1 (Convergence Error Lower Bound)

L-Lipschitz smoothness: ‖∇fi(x)−∇fi(y)‖ ≤ L‖x− y‖
Unbiased stochastic gradients: E[∇fi(xi, ξik)] = ∇fi(xk)
Bounded dissimilarity for non-i.i.d. data across workers:
E[‖∇fi(xi, ξik)−∇fi(xk)‖2] ≤ σ2L and E[‖∇fi(xk)−∇f (xk)‖2] ≤ σ2G

Then, under general worker information arrival processes, there exists a
loss function (and its stochastic gradient estimator) such that the output x̃
of any AFL algorithm satisfies:

E[‖∇f (x̃)‖2] = Ω(σ2G).
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Anarchic FedAvg for Cross-Device (AFA-CD)

At the Server (Concurrently with Workers):

1 In t-th round, collect m local updates {Gi(xt−τt,i), i ∈Mt} from workers to
form setMt , where τt,i is the random delay of worker i, i ∈Mt .

2 Aggregate and update: Gt = 1
m

∑
i∈Mt

Gi(xt−τt,i), xt+1 = xt − ηGt .

At Each Worker (Concurrently with Server):

1 Once decided to participate in the training, retrieve the parameter xµ from
the server and its timestamp, set local model: xiµ,0 = xµ.

2 Choose a local step number Kt,i (can be time-varying & device-dependent).
Let xiµ,k+1 = xiµ,k−ηLgiµ,k , where giµ,k = ∇fi(xiµ,k, ξiµ,k), k = 0, . . . ,Kt,i− 1.

3 Sum & scale stochastic gradients: Gi(xµ)= 1
Kt,i

∑Kt,i−1
j=0 giµ,j . Return Gi(xµ).
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Convergence Performance of AFA-CD

Theorem 2 (AFA-CD w/ General Worker Info Arrival Processes)

Bounded maximum delay: ∃ τ := maxt∈[T ],i∈Mt{τt,i} <∞
L-Lipschitz smoothness: ‖∇fi(x)−∇fi(y)‖ ≤ L‖x− y‖
Unbiased stochastic gradients: E[∇fi(xi, ξik)] = ∇fi(xk)
Bounded dissimilarity for non-i.i.d. data across workers:
E[‖∇fi(xi, ξik)−∇fi(xk)‖2] ≤ σ2L and E[‖∇fi(xk)−∇f (xk)‖2] ≤ σ2G

Then output sequence {xt} generated by AFA-CD with general worker
information arrival processes satisfies:

1
T

T−1∑

t=0
E‖∇f (xt)‖2 ≤

4(f0 − f∗)
ηηLT

+ 4
(
αLσ

2
L + αGσ

2
G
)
,

where the constants αL and αG are problem-dependent constants.
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Convergence Performance of AFA-CD

Corollary 3 (Linear Speedup to an Error Ball)

By se�ing ηL = 1√
T

, and η =
√
mK , the convergence rate of AFA-CD with

general worker information arrival processes is:

O
(

1√
mKT

)
+O

(
τ 2

T

)
+O

(
K2

T

)
+O(σ2G).
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Anarchic Federated Averaging for Cross-Silo (AFA-CS)

At the Server (Concurrently w/ Workers):
1 In t−th round, collect m local updates.

2 Update worker i’s information in memory using the returned local
update Gi.

3 Aggregate and update: Gt = 1
M
∑

i∈[M]Gi, xt+1 = xt − ηGt .

At Each Worker (Concurrently w/ Server): Same as AFA-CD.
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Convergence Performance of AFA-CS

Theorem 4

Bounded maximum delay: ∃ τ := maxt∈[T ],i∈Mt{τt,i} <∞
L-Lipschitz smoothness: ‖∇fi(x)−∇fi(y)‖ ≤ L‖x− y‖
Choose η and ηL as such that 6η2L(2K2

t,i − 3Kt,i + 1)L2 ≤ 1, ∀t, i,
(ηηL(M−m

′
)2L2τ 2

M2 + L
2 )ηηL ≤ 1

4 , and 30L2η2Lτ
M (

∑
i∈[M] K

2
t,i) ≤ 1

4 .

Then, under same assumptions in Thm 2, output sequence {xt} generated
by AFA-CS under general worker information arrival processes satisfies:

1
T

T−1∑

t=0
‖∇f (xt)‖2 ≤

4f (x0)− f (xT )

ηηLT
+ αLσ

2
L + αGσ

2
G,

where the constants αL and αG are problem-dependent constants.
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Convergence Performance of AFA-CS

Corollary 5 (Linear Speedup)

Suppose a constant local step K , and let ηL = 1√
T

, and η =
√
MK , the

convergence rate of the AFA-CS algorithm under general worker information
arrival processes is:

O
(

1√
MKT

)
+O

(
K2

MT

)
+O

(
τ 2(M −m

′
)2

TM2

)
.
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Numerical Results

Test accuarcy for logistic regression on non-i.i.d. MNIST dataset
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Conclusion

Proposed a new federated learning paradigm – Anarchic Federated
Learning (AFL)

- From server-centric to worker-spontaneous
- Loose server-worker coupling
- The workers can learn anytime in anyway they want

Provided basic understandings on convergence conditions under AFL

Showed that the highly desirable linear speedup e�ect remains
achievable under AFL
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Thank You!

Discussions: Poster Session 3, Thu 7/21 6 p.m. – 8 p.m. EDT, Hall E #711
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