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$$

- Mixing Proportions: $0<\pi_{k}^{0} \leq 1, \sum_{k=1}^{K} \pi_{k}^{0}=1$.
- Atoms: $\theta_{k}^{0} \in \Theta$, possibly overlapping.
- Mixing Measure:

$$
G_{0}=\sum_{k=1}^{K} \pi_{k}^{0} \delta_{\theta_{k}^{0}}
$$
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- Uniform rate for strongly identifiable families $\mathcal{F}$ :

$$
\sup _{G_{0} \in \mathcal{O}_{K}} \mathbb{E}\left[W_{2}\left(\widehat{G}_{n}, G_{0}\right)\right] \lesssim n^{-\frac{1}{4 K-2}}
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(Heinrich \& Kahn'18)

Our Contribution: In each of these settings, the Wasserstein distance can be replaced by a stronger loss function which implies faster convergence rates for the atoms of $\widehat{G}_{n}$.
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- In contrast, past work only implied option (2) for all $k$.
- We prove this by introducing a new loss function $\mathcal{D}$ which satisfies $\mathcal{D} \gtrsim W_{2}$ and

$$
\mathbb{E}\left[\mathcal{D}\left(\widehat{G}_{n}, G_{0}\right)\right] \lesssim G_{0} n^{-\frac{1}{4}}
$$

A Peak at our Refinements for Location-Scale Gaussian Mixtures


- Atoms $\hat{\theta}_{j}=\binom{\hat{\mu}_{j}}{\hat{\sigma}_{j}}$ of $\widehat{G}_{n} \quad \Delta$ Atoms $\theta_{k}^{0}=\binom{\mu_{k}^{0}}{\sigma_{k}^{0}}$ of $G_{0}$.
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## Summary and Discussion

- Past work painted an overly pessimistic view of parameter estimation in mixtures.
- $W_{r}$ is only able to quantify the worst-case convergence rate among the atoms of $\widehat{G}_{n}$.
- Our divergences reveal the heterogeneity of convergence rates among these atoms.
- Many open questions (EM algorithm, method of moments, etc.).
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