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- Optimal policy

$$
\pi^{*} \in \underset{\pi}{\operatorname{argmax}} Q^{\pi}(\mathrm{s}, a), \quad \forall s, a
$$

- Optimal $Q$-function

$$
Q^{*}(s, a) \equiv Q^{\pi^{*}}(s, a) \quad \longrightarrow Q \text {-learning }
$$
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- Federated Supervised Learning:

1. Linear speedup is possible [Spiridonoff, Olshevsky, Paschalidis, NeurIPS '21], [....]
2. Key ingredient in these results: The noise is i.i.d.

$$
\begin{aligned}
& X_{1}, X_{2}, \ldots, X_{N} \stackrel{\text { i.i.d. }}{\sim} F_{X}(\cdot) \\
& \operatorname{Var}\left(X_{i}\right)=\sigma^{2} \\
& \Rightarrow \operatorname{Var}\left(\frac{\sum_{i=1}^{N} X_{i}}{N}\right)=\frac{\sigma^{2}}{N} \longrightarrow \begin{array}{c}
\text { This is the source of } \\
\text { linear speedup }
\end{array}
\end{aligned}
$$
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- Federated RL (TD) algorithms

1. No linear speedup [Wai '20] [Zeng, Doan, Romberg, '20]
$\square$ In fact, they have linear penalty - but their focus is different
2. Linear speed up under i.i.d. noise assumption [Shen, Zhang, Hong, Chen '20]
$\square$ Based on experiments, conjectured that linear speedup is possible under Markov noise too
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## Proof sketch

- Multiple agents, favorable recursion

$$
\mathbb{E}\left[\left\|\theta_{t+1}\right\|^{2}\right] \leq(1-\alpha) \mathbb{E}\left[\left\|\theta_{t}\right\|^{2}\right]+\alpha^{2} / N
$$

- However, we get


$$
\begin{array}{ll}
\mathbb{E}\left[\left\|\theta_{t+1}\right\|^{2}\right] \leq(1-\alpha) E\left[\left\|\theta_{t}\right\|^{2}\right]+\frac{\alpha^{2}}{N}+\underbrace{\alpha^{3}+\Omega_{t}} & \begin{array}{c}
\text { Due to local updates } \\
\downarrow
\end{array} \\
\begin{array}{c}
\text { Higher order } \\
\text { terms }
\end{array} & \begin{array}{c}
\text { Handled by a special } \\
\text { weighting }
\end{array} \\
(1 / N \epsilon) \text { iteration complexity, linear speedup }
\end{array} \text { Not important }
$$
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