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Goal: Model a time-series whose observation times 

can occur at irregular time intervals.  
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→ Continuous state dynamics

→ Uncertainty handling

→ Expressive and flexible functions
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 Increased flexibility with locally linear state transitions

 Reduced complexity with a fast implementation f-CRU
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