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Partial ordering observation datasets by pairwise 
comparisons are getting more widely available

[1]

Global ranking

[1] National basketball Association (2022). NBA. Google. 
https://www.google.com/search?q=nba&source=lmns&bih=746&biw=1536&hl=en&sa=X&ved=2ahUKEwiIpYjQjbr4
AhXdA50JHfIUDKUQ_AUoAHoECAEQAA
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Partial ordering observation datasets by pairwise 
comparisons are getting more widely available

[1]

Global ranking
Pairwise comparison

[1] National basketball Association (2022). NBA. Google. 
https://www.google.com/search?q=nba&source=lmns&bih=746&biw=1536&hl=en&sa=X&ved=2ahUKEwiIpYjQjbr4
AhXdA50JHfIUDKUQ_AUoAHoECAEQAA
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The Maximum Likelihood Estimator (MLE) of the 
Bradley-Terry-Luce (BTL) model is used for ranking

Data: pairwise comparison results

௞ defeated ௞ at comparison 
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The Maximum Likelihood Estimator (MLE) of the 
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where is the log-likelihood function. 

Data: pairwise comparison results

௞ defeated ௞ at comparison 

Rank the competitors from the greatest to the lowest estimate ௜.
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Our paper develops a state-of-the-art understanding 
of the model in the spirit of two key concepts. 

Dynamic range: the maximal performance gap among competitors
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of the model in the spirit of two key concepts. 

Dynamic range: the maximal performance gap among competitors

Comparison graph: undirected weighted graph with weights to be the number of 
comparisons between the adjacent nodes
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Our paper develops a state-of-the-art understanding 
of the model in the spirit of two key concepts. 

Dynamic range: the maximal performance gap among items

Comparison graph: undirected weighted graph with weights to be the number of 
comparisons between the adjacent nodes
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Related works on BTL model

Existence of the MLE: 

- Simons & Yao (1999): complete graphs, bounded dynamic range

- Yan et al. (2012) and Han et al. (2020): Erdös-Rényi graphs, bounded dynamic range
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Related works on BTL model

Existence of the MLE:

- Simons & Yao (1999): complete graphs, bounded dynamic range

- Yan et al. (2012) and Han et al. (2020): Erdös-Rényi graphs, bounded dynamic range

Consistency:

- Shah et al.(2016): ଶ-consistency, arbitrary graphs, bounded dynamic range

- Hendrickx et al. (2019;2020): sine error-consistency, arbitrary graphs, bounded 
dynamic range

- Chen et al. (2019;2020): ஶ-consistency, Erdös-Rényi graphs, bounded dynamic 
range
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Recent pairwise comparison dataset has (1) large 
dynamic range and (2) sparse comparison graph
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Our main contribution

Novel necessary condition for MLE existence

- Our condition first encompasses arbitrary graph topologies and infinitely increasing dynamic 
range.

Novel 𝟐-consistency result for the unregularized MLE

- Our result first establish the consistency of unregularized MLE under arbitrary graph topologies 
and infinitely increasing dynamic range.
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Fisher information matrix incorporates comparison 
graph and distribution of performance across items
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Fisher information matrix incorporates comparison 
graph and distribution of performance across items

Fisher information matrix:

where is the normalized graph Laplacian of the comparison graph.
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Fisher information matrix incorporates comparison 
graph and distribution of performance across items

Fisher information matrix:

where is the graph Laplacian of the comparison graph.

graph topology
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The established existence condition for the MLE 
extends previous works

For the Erdös-Rényi graphs, , with bounded dynamic range, the condition 

ଶ
∗ ୪୭୥ ௗ

௡
in the theorem holds with high probability if 

It copies the results of Simons & Yao (1999); Yan et al. (2012); and Han et al. (2020).
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For consistency, we construct a surrogate objective 
which is strongly convex against a proxy function

An example negative log-likelihood of BTL model: 
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Under some regularity condition, the MLE exists, and the error ∗ satisfies 
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Comparison to an existing result under bounded 
dynamic range 

Shah et al. (2016) analyzed ஶ-regularized MLE 
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The resulting consistency theorem provides a better 
rate if the dynamic range grows with 

• ௜
∗’s are evenly distributed along the dynamic range

௜
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• comparisons only between items and having ranking difference smaller than 
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• The graph Laplacian has banded form: we call it a banded comparison graph case
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The resulting consistency theorem provides a better 
rate if the dynamic range grows with 

Our result:
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Shah et al. (2016) and our theorem were compared to 
MLEs on simulated data
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Shah et al. (2016) and our theorem were compared to 
MLEs on simulated data
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• varies from ିଵ to , and from ିଵ ௗ
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• For each combination of the parameters, we performed simulations.

Simulation setting:
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Simulation results demonstrated the better rate of our 
result under banded comparison graph cases

(a) ௗ

௟௢௚ ௗ
changes (b) changes

• empirical mean (blue line) and point-wise 95%-confidence region (light blue shade) of 

ଶ-loss were obtained from MLEs on simulated data

• compared to the theoretical upperbounds up to constant scales (which are constant 

shifts in the plots) 
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