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Previous work in self-play
● Bayesian Action Decoder for Deep Multi-Agent 

Reinforcement Learning (BAD), (Foerster et al ICML 2019)

● Improving Policies via Search in Cooperative Partially 
Observable Games, (Lerer et al AAAI 2020)

● Simplified Action Decoder for Deep Multi-Agent 
Reinforcement Learning (SAD), (Hu et al ICLR 2020)

● Learned Belief  Search: Efficiently Improving Policies in 
Partially Observable Settings, (Hu et al AAAI 2021)

● ...
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Self-play
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Self-play Ad-hoc
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Ad-hoc/Zero-shot coordination challenge
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Current Lifelong Learning benchmarks
Supervised learning:

7

Reinforcement learning:

Rotated/Permuted/Split 
MNIST
Goodfellow et al., 2013

Core50
Zenke et al., 2017

CRIB
Chaudhry et al., 
2018b

IIRC
Abdelsalam et al. 2021

Robosumo
Al-Shedivat et al. 2017

Coinrun
Cobbe et al., 2019

CRLMaze
Lomonaco et 
al. 2020
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Reinforcement learning:

Rotated/Permuted/Split 
MNIST
Goodfellow et al., 2013

Core50
Zenke et al., 2017
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Chaudhry et al., 
2018b

IIRC
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Robosumo
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Coinrun
Cobbe et al., 2019

CRLMaze
Lomonaco et 
al. 2020

- Synthetic
- Lack a similarity metric 
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Lifelong-Hanabi setup
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>



Two problems, one solution!

● Diverse set of  strategies
○ 10 different MARL methods.
○ 5 different architectures with 2 seeds of  each.
○ Easily extendable!
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IQL: Tan et al., 1993.
VDN: Sunehag et al., 2017.
SAD: Hu and Foerster, 2019.
OP: Hu et al., 2020.



Two problems, one solution!

● Diverse set of  strategies
○ 10 different MARL methods.
○ 5 different architectures with 2 seeds of  each.
○ Easily extendable!

● Cross-play matrix as a proxy for how 
similar the tasks are.

●
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IQL: Tan et al., 1993.
VDN: Sunehag et al., 2017.
SAD: Hu and Foerster, 2019.
OP: Hu et al., 2020.
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Lifelong learning benchmarks

ER: Chaudhry et al., 2019.
A-GEM: Chaudhry et al., 2018.
EWC: Kirkpatrick et al., 2017 ; Schwarz et al., 2018.
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Zero-Shot Coordination

Evaluated with other 
agents trained with 
same method

Evaluated with other 
agents trained with 
different methods

Ours
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Summary

● Lifelong Learning to improve zero-shot coordination
● MARL for designing a Lifelong Learning benchmark
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Next steps:

● Evaluate our agents with human partners
● Applying Few-shot adaptation methods (MAML, ...)



Thank 
you!

Code and all pre-trained models: 
https://github.com/chandar-lab/Lifelong-Hanabi

https://github.com/chandar-lab/Lifelong-Hanabi

