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GRAND: Graph Neural Diffusion

Linking
- diffusion processes
- GNNs
- partial differential equations

-leading to theoretical foundations and new architectures 
for GNNs



Diffusion PDEs arise in many physical processes 
involving the transfer of “stuff” 

Heat diffusion

Particle diffusion

Laplacian diffusion on graphs



A diffusion process can be expressed as a partial differential equation
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Diffusion in Image processing



Message passing neural network as diffusion of 
information on a graph

input message passing transformation output
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Gradient, divergence and diffusion on graphs
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gradient - flow along edges divergence - aggregation of edges
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Designing new GNNs

Multi-step and adaptive solvers Implicit solvers – multi-hop filters





Graph Neural Diffusion provides a principled mathematical 
framework for
studying many popular architectures for deep learning on 
graphs as well as a
blueprint for developing new ones



Thank You


