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Expect rank $r_{\star}=\boldsymbol{\operatorname { r a n k }}\left(X_{\star}\right) \ll n!$
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Bottleneck: Slow convergence, $\mathcal{O}\left(\frac{1}{\epsilon}\right)$ iteration complexity in both theory and practice!

## FW variants

Many variants:

- Randomized regularized FW [Gar16]
- In-face direction FW [FGM17]
- BlockFW [AZHHL17]
- FW with $r_{\star}=\boldsymbol{r a n k}\left(X_{\star}\right)=1$ [Gar19]

Shortage: No linear convergence or sensitive to input rank estimate

$$
\text { or } r_{\star}=1
$$
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## Strict complementarity

Eigenspace of $\nabla f\left(X_{\star}\right)$ for the smallest eigenvalue, $\mathbf{E V}\left(\nabla f\left(X_{\star}\right)\right) \subset \mathbf{R}^{n}$

$$
\begin{aligned}
\mathrm{KKT} & \Longrightarrow \operatorname{range}\left(X_{\star}\right) \subset \mathbf{E V}\left(\nabla f\left(X_{\star}\right)\right) \\
& \Longrightarrow \underbrace{\operatorname{dim}\left(\boldsymbol{\operatorname { r a n g e }}\left(X_{\star}\right)\right)}_{=: r_{\star}} \leq \underbrace{\operatorname{dim}\left(\mathbf{E V}\left(\nabla f\left(X_{\star}\right)\right)\right)}_{=: k_{\star}}
\end{aligned}
$$

Note that the smallest eigenvalue has multiplicity at least $r_{\star}$ :

$$
\lambda_{n-r_{\star}+1}\left(\nabla f\left(X_{\star}\right)\right)=\cdots=\lambda_{n}\left(\nabla f\left(X_{\star}\right)\right) .
$$

Here $\lambda_{n-i+1}\left(\nabla f\left(X_{\star}\right)\right)$ is the $i$-th smallest eigenvalue.
Strict complementarity (st. comp.) is $r_{\star}=k_{\star}$.
More concretely, st. comp. is an eigengap condition on $r_{\star}$-th and $r_{\star}+1$-th smallest eigenvalue:

$$
\lambda_{n-r_{\star}}\left(\nabla f\left(X_{\star}\right)\right)-\lambda_{n-r_{\star}+1}\left(\nabla f\left(X_{\star}\right)\right)>0 .
$$
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## Intuition of linear convergence

Under strict complementarity $r_{\star}=k_{\star}$ :
(1) $\operatorname{range}\left(X_{\star}\right)=\operatorname{EV}\left(\nabla f\left(X_{\star}\right)\right)$
(2) Compute $V_{\star}=\left[v_{1}, \ldots, v_{k_{\star}}\right]$, the bottom eigenvectors of $\nabla f\left(X_{\star}\right)$.
(3) $X_{\star}=V_{\star} S_{\star} V_{\star}^{\top}$ for some $S_{\star} \in \mathbf{S}_{+}^{r_{\star}}, \operatorname{tr}(S)=1$
(9) Obtain $S_{\star}$ by solving

$$
\left.\operatorname{minimize} \quad f\left(V_{\star} S_{\star} V_{\star}^{\top}\right) \quad \text { s.t. } \quad S \in \mathbf{S}_{+}^{r_{\star}}, \operatorname{tr}(S)=1 . \quad \text { (reduced } \mathrm{M}\right)
$$

(6) Problem (M) is solved given $\nabla f\left(X_{\star}\right)$ !

SpecFW is simply algorithimic procedures for step 2 and 4 !
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## Experimental setup: Quadratic sensing

Quadratic Sensing [CCG15]: recover a rank $r_{G}=3$ matrix $U_{\sharp} \in \mathbf{R}^{n \times r_{G}}$ with $\left\|U_{\sharp}\right\|_{\mathrm{F}}^{2}=1$ from quadratic measurement $y \in \mathbf{R}^{m}$
(1) random standard gaussian measurements $a_{i}$
(2) $y_{0}(i)=\left\|U_{\square}^{\top} a_{i}\right\|_{\mathrm{F}}^{2}, i=1, \ldots, m, m=15 n r_{\text {口 }}$
(3) $y=y_{0}+c\left\|y_{0}\right\|_{2} v, c$ is the inverse signal-to-noise ratio, $v$ is a random unit vector
Optimization problem:

$$
\text { minimize } f(X):=\frac{1}{2} \sum_{i=1}^{m}\left(a_{i}^{\top} X a_{i}-y_{i}\right)^{2}
$$

(Quadratic Sensing)
subject to $\quad \operatorname{tr}(X)=\tau, \quad X \succeq 0$.
Set $\tau=\frac{1}{2}$ and $c=0.5$ in numerics.

## Low rank solution and strict complementarity

| Dimension $n$ | Avg. gap | Avg. recovery error |
| :---: | :---: | :---: |
| 100 | 288.06 | 0.0013 |
| 200 | 505.16 | 0.00064 |
| 400 | 961.09 | 0.00031 |
| 600 | 1358.62 | 0.00021 |

Table: Verification of low rankness and strict complementarity. Rank $r_{\star}=3$ in all experiments. The recovery error is measured by $\frac{\left\|\frac{X_{\star}}{T}-U_{\natural} U_{\natural}^{\top}\right\|_{F}}{\left\|U_{\natural} U_{\natural}^{\top}\right\|_{F}}$. The gap is measured by $\lambda_{n-3}\left(\nabla f\left(X_{\star}\right)\right)-\lambda_{n}\left(\nabla f\left(X_{\star}\right)\right)$. All the results are averaged over 20 iid trials.

## Numerical results $k>r_{\star}$




Figure: $k>r_{\star}$. comparison of algorithms FW, G-blockFW [AZHHL17], and SpecFW. Left: accuracy vs time. Right: accuracy vs iteration.
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