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Main contributions
With true gradient:



Reinforcement Learning (RL)
Finite Markov Decision Processes (MDPs) 

state space      ;  action space  

reward function                      ; transition function 

discount factor 

Bounded reward assumption



Notations
State value:

State-action value:

Advantage function:

(discounted) state distribution:    



Policy gradient (PG)
Policy gradient: foundational concept of policy search and actor-critic



Settings
Tabular cases: 

Softmax parametrized policies:

True gradients: 



Open problems



General MDPs
Non-concavity:

Main results:



General MDPs
1. Smoothness:

2. Non-uniform 

Lojasiewicz inequality:

3. Minimum probability 

of optimal action:  



Sketch
Ascent lemma for smooth function: guaranteed progress



Verifications
Problem: 



Entropy regularized softmax policy gradient
Problem:

Regularized policy gradient: 



Softmax optimal policy
Path consistency conditions: 



General MDPs
Main results:



General MDPs
1. Smoothness:

2. Non-uniform 

Lojasiewicz inequality:

3. Minimum probability:  



Verifications
Problem: 



Separation of rates
Lower bound:



General MDPs
Smoothness + Reversed Lojasiewicz



Deeper reason
Non-uniform Lojasiewicz degree:

Without regularization:

With regularization:



Summary
With true gradient:



Future Work
 


