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Gap between human visual system and CNNs
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Do ImageNet Classifiers Generalize to ImageNet?

Human Labeling Interface

Recht et al. “Do ImageNet Classifiers Generalize to ImageNet?” ICML 2019
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Loss function of CNNs in visual recognition 
Softmax cross-entropy loss 

The angle between 
feature and classifier

The magnitude information

Model Confidence
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Given a sample x with label y:

where,
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Norm ||x||
Angle θ(x,wy)

Classifier wy

wi is the classifier for the i-th class.

Proposal: Angular Visual Hardness (AVH)

Theoretical Foundation:
Soudry et al. “The Implicit Bias of Gradient Descent on Separable Data” ICLR 2018
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Simple Example: AVH vs. ||x||

Raw data Color map of AVH Color map of ||x||



ApplicationsDiscoveriesBackgroundMotivation Conclusion

CNN characteristics vs. human selection frequency
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AVH is well aligned with human frequency

Spearman rank correlations
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Discovery 1

Alexnet VGG19 ResNet50

Alexnet VGG19 Resnet50

AVH hits a plateau very early even when the accuracy or loss is still improving
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Alexnet VGG19 ResNet50

Alexnet VGG19 Resnet50

Discovery 2
AVH is an indicator of model’s generalization ability
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Alexnet VGG19 Resnet50

Alexnet VGG19 ResNet50

Discovery 3
The norm of feature embeddings keeps increasing during training
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Discovery 4
AVH’s correlation with human selection frequency holds across models throughout training

Alexnet VGG19 ResNet50

Alexnet VGG19 Resnet50
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Discovery 5
The norm’s correlation with human selection frequency is not consistent

Alexnet VGG19 ResNet50

Alexnet VGG19 Resnet50
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Conjecture on training dynamic of CNNs

● Softmax cross-entropy loss will first optimize the angles among 
different classes while the norm will fluctuate and increase very slowly.

● The angles become more stable and change very slowly while the norm 
increases rapidly.

● Easy examples: the angles get decreased enough for correct 
classification, the softmax cross-entropy loss can be well minimized by 
increasing the norm. 

● Hard examples: the plateau is cause by unable to decrease the angle to 
correctly classify examples or increase the norms otherwise hurting 
loss.
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Self-training and Domain Adaptation
2 Yang Zou⋆, Zhiding Yu⋆, B.V.K. Vijaya Kumar, Jinsong Wang

road sidewalk building wall fence pole traffic lgt traffic sgn vegetation
terrain sky person rider car truck bus train motorcycle bike

Fig. 1: Illustration of the proposed itertive self-training framework for unsuper-
vised domain adaptation. Left: algorithm workflow. Right figure: semantic seg-
mentation results on Cityscapes before and after adaptation.

biased to specific environments, while the testing scenario may encounter large
domain differences caused by a number of factors, including change of geologi-
cal position, illumination, camera, weather condition, etc. In this case, even the
performance of a powerful model often drops dramatically, and such issue can
not be easily remediated by further building up the model power [9, 16, 17].

A natural idea to improve network’s generalization ability is to collect and
annotate data covering more diverse scenes. However, densely annotating image
is time-consuming and labor-intensive. For example, each Cityscapes image on
average takes about 90 minutes to annotate [10]. To overcome the limitation,
efforts were made to efficiently generate densely annotated images from ren-
dered scenes, such as the Grand Theft Auto V (GTA5) [24] and SYNTHIA [26].
However, the large appearance gap across simulated/real domains significantly
degrades the performance of synthetically trained models.

In light of the above issues, in this paper we focus on the challenging problem
of unsupervised domain adaptation for semantic segmentation, aiming to unsu-
pervisedly adapt a segmentation model trained on a labeled source domain to
a target domain without knowing target labels. Recently, unsupervised domain
adaptation has been widely explored for classification and detection tasks. There
is a predominant trend to use adversarial training based methods for matching
the distributions of both source and target features [3,9,12,17,29]. In particular,
these methods aim to minimize a domain adversarial loss to reduce both the
global and class-wise discrepancy between source and target feature distribu-
tions, while retaining good performance on source domain task by minimizing
the task-specific loss.

Zou et al. “Unsupervised domain adaptation for semantic segmentation via class-balanced self-training” ECCV
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AVH for Self-training and Domain Adaptation

Replace Softmax-based confidence with AVH-based one during sample selection:

Similarly, AVH-based pseudo label
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Main Results
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Inner Metric

Examples chosen by
AVH but not Softmax
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AVH-based loss for Domain Generalization
AVH-based Loss:
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Summary

● Propose AVH as a measure for visual hardness

● Validate that AVH has a statistically significant stronger correlation with 
human selection frequency

● Make observations on the dynamic evolution of AVH scores during 
ImageNet training

● Show the superiority of AVH with its application to self-training for 
unsupervised domain adaptation and domain generalization
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Trajectory 

Discussions
Trajectory of an adversarial example 
switching from one class to another● Connection to deep metric learning

● Connection to fairness in machine learning

● Connection to knowledge transfer and 
curriculum learning

● Uncertainty estimation (Aleatoric and
Epistemic)

● Adversarial Example: A Counter Example?
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