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Extreme Multi-label Text Classification 
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• spam 

• not spam 

• 1 star 

• 2 star 

• 3 star 

• 4 star 

• 5 star 

• politician 

• businesspeople 

• musician 

• engineer 

• scientist 

• … 
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How to deal with extreme outputs efficiently 

• Tree-based approaches 

• Train a hierarchical tree structure for fast training and prediction 

 

• Embedding-based approaches 

• Project high-dimensional label space into low-dimensional one 

 

• Sampling approaches 

• Sample a small percentage of negative labels 

 

• Cluster-based approaches 

• Partition the label set into several clusters 
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Model Architecture 

• Backbone model: XLNet (Dai et al., 2019) 

• Generalized autoregressive pretraining  

language model 

• Fine-tune the model on downstream tasks 

 

• Hidden layer 

• Between XLNet and APLC output layer 

• Bottleneck layer :  reduce 768 to 512, 256 et al. 

 

• Output layer : Adaptive Probabilistic Label Clusters (APLC) 
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Adaptive Probabilistic Label Clusters 

• Motivation: Zipf’s Law 

•  Most of the probability mass is covered by 

         only a small fraction of the label set 

•  i.e. 25% labels cover 75% probability mass  

 

• Architecture 

•  Most frequent labels in head cluster, infrequent  

   labels in tail clusters 

• Keep the head cluster as a short-list in the 

        root node 

•  Decreasing dimension of hidden state:   
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Adaptive Probabilistic Label Clusters 

• Model  size: 

•   Partition of the label set : vh, v1, v2 

•     Decay factor  

 

 

 

• How the model size is reduced 

• i.e. 3 clusters,  q = 2, 
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Adaptive Probabilistic Label Clusters 

• Computational cost : 

• Model visits cluster vi with probability pi 

 

 

 

• How the computational cost is reduced 

•  i.e. 3  clusters ,                                   has 3 positive labels 
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APLC 
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Structure 

APLC 

Case 1 Vh, V1, V2 Vh best 

Case 2 Vh, V1, V2 Vh ,V1 

Case 3 Vh, V1, V2 Vh, V1, V2 worst 

1 2 3, ,
i i i hy y y V

1 2 3

1, ,
i i ihy y V y V 

1 2 3

1 2, ,
i i ihy V y V y V  

Table  shows the clusters that the model visits  



Datasets 

 

 

 

 

 

 

 

 

 

 

8 



Implementation details of APLC 
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Results 

• Metric : Precision at 1, 3, 5 
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Ablation study 

• Impact of  the partition  of the label set 

     (0.7,0.2,0.1), (0.33,0.33,0.34) and (0.1,0.2,0.7) 

for (Ph, P1, P2) 
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• Impact of the number of clusters 



Summary 

• Proposed a novel deep learning approach for the XMTC problem 

 

• Proposed APLC to deal with extreme labels efficiently 

 

• Carried out theoretical analysis on APLC  

•  Model size 

•  Computational cost 
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