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Use Case: Fabrication engineers need to measure the 

amount of metal etched on each manufactured wafer

(collection of chips).

Modeling: The engineers are comfortable using decision trees (e.g. CART) to model 

their problem because they understand the tool and know how to derive insights from 

the solution.

Challenge: Transfer information from complex models with higher accuracy to the 

decision trees in a manner that enhances performance and adds valuable insight to 

the engineers that is easily consumable by them.
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General Idea
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Applications
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Domain experts preference: SMEs many times want to use a model they understand 

and hence trust. Our methods try to get the most out of these models by significantly 

enhancing their performance.

Small Data settings: Small client data where complex neural networks might overfit so 

simple models are preferred. However, possible to improve performance if we have a 

pretrained network on a large public or private corpora belonging to the same feature 

space.

Resource Constrained Settings: In memory and power constrained settings only 

small models can be deployed. Here improving small neural networks with the help of 

larger neural network can be useful.
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Main Contributions
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Conceptual Contribution: Simple models can be useful to improve themselves 

(without increasing complexity).

Algorithmic Contribution: Proposed a method, called SRatio, based on the above 

conceptual idea that actually accomplishes that.

Theoretical Contribution: We show that our weighting scheme is principled as it is a 

(tight) upper bound on the simple models expected loss.

Formalization: We propose a notion of delta-graded classifiers which is a formalization 

and generalization of the idea of probes.
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Comparison with other transfer methods
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Method Complex 

Model

Simple Model Models 

Leveraged

Distillation NN NN Complex

ProfWeight NN Any Complex

SRatio Any Any Complex and 

Simple



Intuition
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Covariate Shift Classifiers

p is source, q is target

p(y|x) = q(y|x)

But p(x) ≠ q(x)

Typical Soln:

Weight by q(x)/p(x)

p is simple, q is complex

p(x) = q(x)

But p(y|x) ≠ q(y|x)

Our (analogous) Soln:

Weight by q(y|x)/p(y|x)

(Inverse covariate shift?)



Theory
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Probes: To judge hardness of examples in NNs
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Probe 1 Probe 2

Improving Simple Models with Confidence Profiles. Dhurandhar et. al. NeurIPS 2018



Generalization of Probes: Graded Classifiers
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Deep Neural Networks: (Linear) probes to intermediate representations.

Boosted Trees: Average predictions of first k trees, first 2k trees, …

Random Forests: Order trees by accuracy and average predictions of first k trees,

first 2k trees, …

Other Models: Taking increasing order Taylor approximations or do functional decomposition.



SRatio Algorithm
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ProfWeight

12

• Find area under curve (AUC) based on confidence scores at each probe whose accuracy > α of 

the simple model for each example based on complex neural network.

• Weight each training example by corresponding AUC and retrain simple model such as a 

decision tree.
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Probe 1 Probe 2
Confidence profiles

Easy example

Hard example

Probe1 Probe2 Output

Improving Simple Models with Confidence Profiles. Dhurandhar et. al. NeurIPS 2018



Knowledge Distillation
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• Obtain soft predictions from a complex neural network.

• Use them to regress a simpler neural network with cross-entropy loss.
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Soft Prediction

Distilling the Knowledge in a Neural Network. Hinton et. Al. NeurIPS 2014



Results
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Complex Models

• Boosted Trees

• Random Forests

• ResNet 18

Simple Models

• Decision tree

• SVM

• ResNet 3, 5, 7
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Results

18

© 2020 IBM Research AI



Results

19

© 2020 IBM Research AI



Results on CIFAR-10
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Conclusion
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• We proposed a method to improve simple models using high performing 

complex models (algorithmic contribution).

• The method leverages the simple models confidences (conceptual 

contribution).

• Proved that optimizing the (weighted) loss of the simple model based on 

SRatio is a sound procedure.

• Formalized and generalized the idea of probes for a NN.



Concluding Remark
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Even if you desire just a simple model…

build the most accurate model you can 

and 

transfer information to the simple model
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Thank you


