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Problem formulation

= Multi-variable time series

= Target and exogenous variables
Xy = {Xla"‘ ,XT}

1 N-1

Xt:[xta"'sxt ayt] XtERN

= Predictive model

gr+1 = F(Xr)
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Problem formulation

= Weak interpretability of RNNs on multi-variable data

XT = {Xl,"‘ !XT} hr..] T hf T h[‘.+l?

= Multi-variable input to hidden states T 4
l.e. vectors ... |0 _, B _, I
. x| ]
I% (p(xt) h’% L/ ® o
X; = : —> h; = Ll Qt+1:(7(ht)
a:iv hLP
P(x¢)

& No correspondence between hidden states
and input variables

& Different dynamics of variables are mingled
in hidden states

jr = tanh (W, [x¢ & hs_1] +b,)
fi=0(Wy [x: & hy_1]+ by)
ir=0 (W, [t hi_1]+ b;)

o, =0 (W, [x;® hy 1] +b,)
ct=HOc 1+ O ji

h; = o; ® tanh(c;)
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Problem formulation

= Interpretable prediction model on multi-variable time series
Jr+1 = F(X7)

(©j Accurate
= Capture different dynamics of input variables

@' Interpretable

= Variable importance w.r.t. predictive power
l.e. which variable is more important for RNNs to perform prediction

= Temporal importance of each variable
l.e. short or long-term correlation to the target
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Interpretable multi-variable LSTM

= IMV-LSTM

= Key ideas:

Variable-wise hidden states 9 Opaque hidden states

\

Mixture attention Q Temporal and variable level attention

v

Learning to interpret and predict Q Network parameter and importance learning
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IMV-LSTM

= |[MV-LSTM with variable-wise hidden states

= | : 3

hév soe IMV-LSTM —» IMV-LSTM —» IMV-LSTM

= Conventional LSTM with hidden vectors
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Results

= Variable importance

= Learned during the training 0.30 rm—
= The higher the value, the more important §°-25M  Jemperature
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Conclusion

Explored the internal structures of LSTMs to enable variable-wise hidden
states.

Developed mixture attention and associated learning procedure to quantify
variable importance and variable-wise temporal importance w.r.t. the target.

Extensive experiments provide insights into achieving superior prediction
performance and importance interpretation for LSTM.
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Backup

- - - Variable-wise
h;_o h,_, h; temporal attention
coo X { | === | Variable
Y oo loan)-==—--—0Oxxn | #tenton
oo IMV-LSTM —p IMV-LSTM —p IMV-LSTM
Xt—2 Xt—1 X¢
Network architecture: Mixture attention to model generative process of the target:
- - N
Jjt = tanh (Wj ®h1+U; ®x¢ + bj) pyre1 [Xr) =Y plyrsilzrer = n.Xr) - plzrs = n|Xr)
n=1
i al
t r n o T
fi| =0 (W [x¢ @ vec( hy—1)] + b) = pyrs1l2ry =n.bY,-- W) - p(zrer = n|hy, - hy)
n=1
Ot B N
¢t = £ O ci1 + 1 © vee( i) = plyrsilzrii=n, hpog" ) plezryr=nlhrog' - by og")
= =] N’ ~
ht = n]at['icization(ot O} ta_'nll(ct)) n= variable-wise overall variable attention

temporal attention
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