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Student mimics the fairness properties of 
the teacher

[

BIRD learns bias-aware representations 
from the teacher fT  by training the 
FAIRDISTILL operator using a 
meta-learning framework: 
a. In Stage I, BIRD updates a copy of 
the student model with Linner, 
b. in Stage II, the updated model f′C  is 
used to train ɸ with bias-feedback 
information in the form of 
meta-gradients from Louter, and 
c. in Stage III, the student model fS  is 
distills unbiased representations using 
FAIRDISTILL (from Stage II).

Overview of our BIRD       framework

Shown is the comparative performance of BIRD on CelebA Dataset (Left) for 
three foundation models and on CIFAR10-S dataset (Bottom) for 
ResNet18→ResNet18. Note that all results indicate avg. performance across 
five independent runs. Arrows (↑↓) indicate the direction of desired 

BIRD improves fairness of knowledge distillation

Given a dataset Dtrain  and a biased teacher 
model fT optimized for predictive performance 
on Dtrain, we aim to learn a student model fS 
whose representations do not reflect any 
undesirable discriminatory biases (i.e., they 
are fair) and achieve high predictive 
performance (i.e., they are accurate).

Problem Formulation

Fairness & Knowledge Distillation: How can we incorporate student feedback to perform Bias Aware Distillation?

performance. BIRD 
retains the predictive 
power (AUROC) of the 
baseline while impro-
ving fairness criterion 
(shaded). 


