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Good data representation leads to good generalization performance

General Framework of Machine Learning 

n Truism

n However

The relationship between representation learning and generalization performance is 
not fully considered
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Generalization Error of 
               
Representing Learning

Outer: Learning classifier

Inner: Learning representation

The final model

The learning process is decomposed into two processes, 
① Learning classifier 
② Learning representation 



Numerator: Radius of training set
Denominator: Margin of hyperplne
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① The upper bound of Generalization 
error is dominated by VC

② The VC dimension is dominated by the 
ratio between  Radius and Margin 
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Generalization Error of Representing Learning



① Theorem 3.1 Margin can be bounded by a 
convex optimization problem

② Theorem 3.2 Radius can be solved by a 
convex optimization problem

③ Remark A.5 
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Can be Calculated Effectively 
and Efficiently



Select the kernel function with the smallest generalization error

Candidate set of  kernel 
functions
Ø kernel type
Ø kernel parameter

Generalization Error
Criterion 



Using the proposed criteria to train the parameters 

Generalization Error
Criterion 

General DNN
Ø Architecture 
Ø Loss



 

1. A criterion  can measure the generalization error of 
representation learning and can be calculated Effectively and 
Efficiently (Have completed)

2. Successful application in kernel selection  (Have completed)

3. Successful application in boosting DNN  (Have completed)

4. A Powerful tool for analyzing other methods (Be going to)

5. Provide Guidance for designing new methods (Be going to)
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