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History of AI is a history of unification

Year

Uniformity

2017-2020

Same NN Arch
Different Model

2012-2017

Same SGD
Different NN Arch

Different
Paradigms

< 2012

Same Model
For All Tasks

> 2020



What’s so good about it?

A single interface
for all scenarios

A single model
to learn them all

A better way
to generalize



Fragmented task specifications and tackling methods

One-shot Video 
Demonstration

Visual Goal: 
Rearrangement

Instruction 
Following

Constraint 
Satisfaction

Ahn et al., 2022; Stepputtis et al., 2020; Lynch et al., 2021; Dasari & Gupta, 2020; Finn et al., 2017; 
Duan et al., 2017; Batra et al., 2020; Weihs et al., 2021; Brunke et al., 2021; Srinivasan et al., 2020.



What do we want for robot learning?

Polish the floor like this:

Do not enter this room:This is a sweeper
You can use it to clean the table.

Bring me from kitchen



VIMA: Robot Manipulation with Multimodal Prompts



Visual Goal Reaching:

Novel Concept Grounding:

One-shot Video Imitation:

Visual Constraint Satisfaction:

…

Various task specifications as multimodal prompts



• Transformer encoder-decoder 
style

• Encode multimodal prompt 
with a pre-trained LM

• Decode robot arm action one 
step at a time

A novel generalist agent for robot manipulation



• Cross-attention to condition 
history on prompt

• Alternate cross-attention and 
causal self-attention to decode 
actions

• Object as tokens

A novel generalist agent for robot manipulation



• 17 task templates with 
multimodal prompts

• All templates are paired with 
thousands of procedurally 
generated multimodal prompts

• Scripted oracles to generate 
expert demonstrations

A large-scale benchmark with multimodal prompts



4 levels of generalization



VIMA-Gato VIMA-Flamingo VIMA-GPT

Reed et al., 2022. Alayrac et al., 2022. Chen et al., 2021

Baselines



Model scalability



Model scalability



Data scalability



Data scalability



Data scalability



Why our recipe is so effective?

Visual Tokenizers

Prompt Conditioning

Prompt Encoding

Policy Robustness



Take-home messages

Multimodal Prompting
for Unification

VIMA: Cross-Attention
+ Object Tokens

Good Generalization
& Sample-Efficient



vimalabs.github.io

Pretrained 
Models

Simulation
Suite

Training 
Dataset

Source
Code



Thank you!


