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Introduction
Our paper presents a diffusion-based framework (dubbed UniDiffuser) that explicitly fits all relevant distributions in one model

without introducing additional training or inference overhead.

Our key insight is – learning diffusion models for all distributions can be unified as predicting the noise in the perturbed data,

where the perturbation levels (i.e. timesteps) can be different for different modalities.



Training loss

In comparison, learning a single joint distribution over multi-modal data requires additional procedures (e.g., Markov Chain

Monte Carlo) to sample from the marginal or conditional distributions, which is unaffordable on large-scale multi-modal data

Notably, Classfier-Free Duidance can be directly applicable to the conditional and joint sampling of UniDiffuser without

modifying the training process



Transformer-based network



Experiment
Zero-shot FID on the MS-COCO validation set.
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