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The Power of Pretraining
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Does sequential 

decision making 

enjoy this formula?

“Sparks of AGI”1

1Sparks of Artificial General Intelligence: Early experiments with GPT-4 (Bubeck et al., 2023)



TL;DR

Unsupervised pretraining = generative modeling

Supervised finetuning = controllable generation



From Supervised to Unsupervised Pretraining

● Offline RL as sequence modeling1

○ Learning a policy 𝜋𝜃 ⋅ Ƹ𝜏1:𝑡−1, 𝑠𝑡 , 𝑅𝑡
○ Return-conditioned supervised learning (RCSL)

● Return-conditioned methods are good, but…
○ It cannot handle unsupervised pretraining

○ Scalar reward values can lead to inconsistent policies2

● This work: Unsupervised pretraining on diverse, reward-free data
○ Learning a future-conditioned policy 𝜋𝜃 ⋅ 𝜏1:𝑡−1, 𝑠𝑡 , 𝒛

○ 𝑧 encodes the future trajectory, without rewards!

𝑠𝑡, 𝑎𝑡 → 𝑅𝑡 𝑠𝑡, 𝑎𝑡 → 𝝉𝒇𝒖𝒕𝒖𝒓𝒆 = 𝒔𝒕+𝟏, 𝒂𝒕+𝟏, … , 𝒔𝑻, 𝒂𝑻 → 𝑅𝑡

1Decision Transformer: Reinforcement Learning via Sequence Modeling (Chen et al., 2021)
2Dichotomy of Control: Separating What You Can Control from What You Cannot (Yang et al., 2022)

Ƹ𝜏: Reward-labeled trajectory

𝜏: Reward-free trajectory



Our Proposed Approach: PDT



Results on D4RL Datasets

• PDT can reuse pretrained behaviors for fast task adaptation

• PDT performs on par with its supervised pretraining counterpart



Analysis

Future conditioning: Different futures lead to different behaviors

Controllable generation: Binding rewards to futures

Generalization performance



Takeaways

● RCSL can be easily retrofitted for unsupervised pretraining
○ Target returns → target future trajectories

○ Downstream finetuning → controllable generation

● Experimental results show that our proposed PDT
○ can extract diverse behaviors from unlabeled offline data

○ can selectively high-return behaviors through online finetuning

● Open problems…
○ Better generative modeling?

○ Better strategy to fuse future information?
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