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Episodic Two-player Zero-sum MGs

MG (H,X ,A,B,P, r).
Initial state x1 ∈ X is revealed to two players;

Two players take action (a1, b1) ∈ A× B individually;

Next state x2 ∼ P1(·|x1, a1, b1) and Reward rh = r(x1, a1, b1);

Step 2 begins and the episode ends after step H.

Given policy pairs (µ, ν), we define the value function:

Vµ,ν
h (x) = Eµ,ν

[
H∑

h′=h

rh
′ (

xh
′
, ah

′
, bh

′)
| xh = x

]

Qµ,ν
h (x , a, b) = Eµ,ν

[ H∑
h=h

rh
′ (

xh
′
, ah

′
, bh

′)
| (xh, ah, bh) = (x , a, b)

]
,

Max-player: maximize V µ,ν
h (x); Best response of µ0:

V µ0,†
h = V

µ0,ν
†(µ0)

h (x) = infν V
µ0,ν
h (x);

Min-player: minimize V µ,ν
h (x): V †,ν0

h = maxµ V
µ,ν0

h .
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Learning Objective and Function Approximation
Nash Equilibrium: (µ∗, ν∗) are best response to each other with V ∗

1 :

Reg(T ) :=
T∑
t=1

[
V ∗

1 (x1)− V µt ,†
1 (x1)

]
,

Approximate Q-value by a function class F satisfying
▶ Realizebility: Q∗

h ∈ F and for each f , Qµf ,†
h ∈ F ;

▶ Completeness: F is closed under two Bellman operators.

Bellman Operator: f : X ×A× B → R,

(Thf ) (x , a, b) := Ex′∼P(·|x,a,b)[r
h + max

µ∈∆A
min
ν∈∆B

µ⊤f h(x , ·, ·)ν︸ ︷︷ ︸
Vf ,h(x)

];

(T µ
h f ) (x , a, b) := Ex′∼P(·|x,a,b)[r

h + min
ν∈∆B

µ⊤f h(x , ·, ·)ν︸ ︷︷ ︸
V

µ
f ,h

(x)

].;

Bellman residual:

Eh(f ; x , a, b) = f h(x , a, b)− (Thf )(x , a, b);

Eµ
h (f ; x , a, b) = f h(x , a, b)− (T µ

h f )(x , a, b).
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Algorithm
Distribution shift issue: use (µt , νt) to estimate (µt , ν

†(µt)).

Reg(T ) =

(
T∑
t=1

V ∗
1 (x

1)− Vµt ,νt
1 (x1)

)
︸ ︷︷ ︸

max-player

+

(
T∑
t=1

Vµt ,νt
1 (x1)− Vµt ,†

1 (x1)

)
︸ ︷︷ ︸

min-player

:

Max-player:

Optimism in initial value: p̃0(f ) ∝ exp(λVf ,1(x
1))

∏H
h=1 p

h
0(f

h);

Likelihood with denominator [DMZZ21]:
∏H

h=1

exp(−ηLh(f h,f h+1;St))
E
f h∼ph

0
exp(−ηLh(f h,f h+1;St))

Lh(f h, f h+1; St) =
t∑

s=1

[
f h(xhs , a

h
s , b

h
s )− rhs − max

µ∈∆A
min

ν∈∆B
µ⊤f h(xh+1

s , ·, ·)ν
]2

Min-player: approximate the best response of µ [JLY21, HLWY21]

Optimism in initial value: pµ0 (g) ∝ exp(−λV µ
g ,1(x

1))
∏H

h=1 p
h
0(g

h);

Likelihood with squared loss:

Lhµ(g
h, gh+1; St) =

t∑
s=1

[gh(xhs , a
h
s , b

h
s )− rhs − min

ν∈∆B
µ⊤f h(xh+1

s , ·, ·)ν]2,
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Sketch of the proof
Immediate regret to the Bellman residuals by value decomposition lemma:

V ∗(x1) − Vµ,ν
1 (x1) ≤

H∑
h=1

Eµ,νEh(f
h
, f h+1; ζ) + V ∗(x1) − Vf ,1(x

1)︸ ︷︷ ︸
optimism in max-player

;

Vµ,ν
1 (x1) − Vµ,†

1 (x1) = −
H∑

h=1

Eµ,νEµ
h (gh

, gh+1
, ζ) + Vµ

g,1(x
1) − Vµ,†

1 (x1)︸ ︷︷ ︸
optimism in min-player

.

Bellman residuals to squared Bellman residuals by decoupling coefficients

H∑
h=1

T∑
t=1

[
Eπt

[
E
µft
h

(
gt ; x

h
, ah, bh

)]]
≤ µ

H∑
h=1

T∑
t=1

[
t−1∑
s=1

[
Eπs E

µft
h

(
gt ; x

h
, ah, bh

)]2]
+

K

4µ
.

Squared Bellman residual to Likelihood: EπsL
h(gh

t , g
h+1
t ; ζs) = [EπsEh(gt ; )]

2 + σ2.
The special likelihood allows us to replace Lh with

∆Lh(f h, f h+1; ζs ) = Lh(f h, f h+1; ζs ) − (Thf
h+1(xh

s , a
h
s , b

h
s ) − rhs − V

f h+1 (x
h+1
s ))2.

Regret bound: Reg(T ) ≤ O

(√
dc(F,MG ,T )κ(

β

T 2
)T

)
.
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